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Abstract. The role of Boolean functions is prominent in several ar-
eas like cryptography, sequences and coding theory. Therefore, various
methods to construct Boolean functions with desired properties are of
direct interest. When concentrating on Boolean functions and their role
in cryptography, we observe that new motivations and hence new proper-
ties have emerged during the years. It is important to note that there are
still many design criteria left unexplored and this is where Evolutionary
Computation can play a distinct role. One combination of design criteria
that has appeared recently is finding Boolean functions that have various
orders of correlation immunity and minimal Hamming weight. Surpris-
ingly, most of the more traditionally used methods for Boolean function
generation are inadequate in this domain. In this paper, we concentrate
on a detailed exploration of several evolutionary algorithms and their
applicability for this problem. Our results show that such algorithms are
a viable choice when evolving Boolean functions with minimal Hamming
weight and certain order of correlation immunity. This approach is also
successful in obtaining Boolean functions with several values that were
known previously to be theoretically optimal, but no one succeeded in
finding actual Boolean functions with such values.
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1 Introduction

One usual source (although not the only one) of nonlinearity in ciphers are
Boolean functions. In block ciphers, the nonlinearity often comes from Substitu-
tion Boxes or S-boxes which are actually a number of Boolean functions (hence,



2 S. Picek, S. Guilley, C. Carlet, D. Jakobovic, and J. F. Miller

also the name vectorial Boolean functions). On the other hand, in stream ciphers
the nonlinearity comes from Boolean functions. Both of those scenarios, while
not the only ones, show us the prominent role of Boolean functions in cryptog-
raphy. Finding Boolean functions fitting all the criteria and analyzing the best
possible trade-offs between these criteria are still crucial questions today.

Historically, Boolean functions have been dominantly used in conjunction
with Linear Feedback Shift Registers (LFSRs). Two commonly used models are
filter generators and combiner generators. In a combiner generator, several LF-
SRs are used in parallel and their output is the input for a Boolean function.
On the other hand, in a filter generator, the output is obtained by a nonlinear
combination of a number of positions in a longer LFSR [3]. To be effective such
Boolean functions need to be balanced, have high nonlinearity, large algebraic
degree, large algebraic immunity, and high correlation immunity (in the case of
combiner generators).

To obtain such functions, there exist a number of construction methods.
Those methods can be roughly divided into algebraic constructions, random
search, heuristics and combinations of those methods [19]. In this paper, we
examine one branch of heuristics, more precisely Evolutionary Algorithms (EAs),
in order to evolve Boolean functions. It is worth mentioning that EAs can be
used either as the primary or the secondary construction method. In primary
constructions one obtains new functions without using known ones. In secondary
constructions, one uses already known Boolean functions to construct new ones
(either with different properties or sizes) [3].

We said that a Boolean function needs to be balanced (among other cri-
teria) to be suitable for cryptography. Indeed, this is true, but only when we
consider the role of Boolean functions in filter and combiner generators. How-
ever, recently one more application emerged where we are actually interested in
Boolean functions that have minimal Hamming weight and are therefore as far
as possible from being balanced. Such Boolean functions can be used to help
resist side-channel attacks.

Side-channel attacks do not rely on the security of the underlying algorithm,
but rather on the implementation of the algorithm in a device [13]. One class
of countermeasures against side-channel attacks are masking schemes. In mask-
ing schemes one randomizes the intermediate values that are processed by the
cryptographic device. One obvious drawback of such an approach is the masking
overhead which can be substantial in embedded devices or smart cards.

Correlation immune Boolean functions can reduce the masking overhead ei-
ther by applying leakage squeezing method [4,6] or with Rotating S-box mask-
ing [5]. We emphasize that a number of construction methods (primarily alge-
braic constructions) are not suitable for these design criteria since they produce
balanced Boolean functions.

Up to now, there has been almost no work to examine how to evolve Boolean
functions with various orders of correlation immunity and minimal Hamming
weight. This is the gap this paper aims to rectify. In order to do so, we experiment
with several algorithms, both from the single objective and the multi-objective
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optimization area. More precisely, we use Genetic Algorithms (GAs), Genetic
Programming (GP), Cartesian Genetic Programming (CGP), and NSGA-II. Our
investigation has a twofold impact since we offer a detailed examination of the
EAs performance on the aforementioned problem. Furthermore, we find values
previously completely unknown for certain Boolean function sizes and orders of
the correlation immunity property.

1.1 Related Work

There exist a number of works that examine Boolean functions in cryptography
and their generation with Evolutionary Computation (EC) techniques. Here, we
give only a small subset of works related to our investigation.

Millan et al. work with GAs in order to evolve Boolean functions with high
nonlinearity [15]. Burnett in her thesis uses GAs to evolve both Boolean func-
tions and Substitution boxes [2]. McLaughlin and Clark use simulated annealing
to evolve Boolean functions that have several cryptographic properties with op-
timal values [14]. Picek, Jakobovic and Golub experiment with GP and GAs
to find Boolean functions that have several optimal properties [18]. Picek et
al. experiment with both heuristics and heuristics in conjunction with algebraic
construction to evolve Boolean functions with high nonlinearity [20]. Picek et
al. use CGP to evolve Boolean functions with eight inputs and high nonlinear-
ity [19]. Finally, Picek et al. investigate several EAs in order to evolve Boolean
functions with different values of the correlation immunity property. In the same
paper, the authors also discuss the problem of finding correlation immune func-
tions with minimal Hamming weight, but they experiment only with Boolean
functions that have eight inputs [17].

The remainder of this paper is organized as follows. In Section 2, we describe
relevant cryptographic properties and representations of Boolean functions. Sec-
tion 3 represents the techniques for using Boolean functions in masking schemes
as well as our motivation for this research. In Section 4, experimental setup
and the algorithms we use are given. Section 5 presents the results and a short
discussion. Finally, Section 6 concludes and gives some suggestions for future
work.

2 Introduction to Boolean Functions and Their
Properties

Let n,m be positive integers, i.e. n,m € NT. The set of all n-tuples of the
elements in the field Fy is denoted as F§ where Fo is the Galois field with 2
elements. The inner product of two vectors a and b is denoted as a - b and
equals a - b = @ ,a;b;. Here, “®” represents addition modulo two (bitwise
XOR). The Hamming weight (HW) of a vector a, where a € F3, is the number
of non-zero positions in the vector.
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An (n, m)-function is any mapping F from FJ to F5. If m equals 1 then the
function f is called a Boolean function.

A Boolean function f on F} can be uniquely represented by a truth table
(TT), which is a vector (f(0), ..., f(1)) that contains the function values of f,
ordered lexicographically, i.e. a < b [3].

The support supp(a) of a vector a is the index set of the non-zero positions
in a, i.e. supp(a) = {i : a; # 0}, and the support supp(f) of a Boolean function
f is the vector set of the non-zero entries in the truth table (TT) representation
of f,ie. supp(f) ={x: f(x) # 0} [3]. The HW of a Boolean function f is the
cardinality of its support.

The Walsh-Hadamard transform Wy is a second unique representation of
a Boolean function that measures the correlation between f(x) and the linear
function a - z [3]:

Wi(a) = ) (-1)f@0e=, 1)

xzelFy

A Boolean function f is correlation immune of order ¢ (in brief, C'I(t)) if the
output of the function is statistically independent of the combination of any ¢ of
its inputs [21]. For the Walsh-Hadamard spectrum it holds equivalently [10]:

Wi(a) =0, for 1 < HW(a) <*t. (2)

3 Boolean Functions and Masking

Some applications manipulate sensitive data, such as cryptographic keys. Obvi-
ously, these should remain secret. However, skillful attackers might try to probe
bits within a processor or a memory; they often succeed, unless countermeasures
are implemented [9].

To protect secrets from probing attempts, it is customary to implement a
countermeasure known as masking. It consists in changing randomly the repre-
sentation of the key (and of any other data which depends on the key), so as
to deceive the attacker. For example, if each bit k;, 1 < i < n of a key k is
masked with a random bit m;, then an attacker could probe k; ® m;. However,
provided m; is uniformly distributed, the knowledge of k; & m; does not disclose
any information on bit k;, unless of course the attacker can also probe separately
m;, in which case a higher order masking would be necessary.

However, for implementation reasons, it is often impractical to mask each
bit individually. Indeed, the generation of random numbers is costly, thus it is
desirable to limit the number of random bits required. Furthermore, masking
each bit of a vector of length n would correspond to choosing the global mask
in the whole set of 2™ possible masks, which may be too costly.

Specifically, on the example of the AES cipher, some key bytes are mixed
with plaintext bytes before entering a Substitution box. Generating all the 256
Substitution boxes suitable for all possible masks in F§ is too expensive for
embedded systems. Hence, by restricting the number of possible masks, the
overhead incurred by the countermeasure becomes more affordable.
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Let us consider the simple example of masking one byte (n = 8). This can
be achieved by using two complementary masks, such as mg = (00000000)s
and m; = (11111111)5. An attacker who measures one bit of the masked byte
cannot derive any information about the corresponding unmasked bit. If we
define by f the Boolean function F§ — Fo whose support is {mg,m;}, then f
plays its masking role as it is balanced: any bit can take value 0 and 1 with equal
probability. In general, any Boolean function which is CI(1) is a valid masking.

Let us now consider a stronger attacker who is able to probe two bits simul-
taneously. In this case, some information can be recovered. Typically, if the two
masked bits are equal, then so are the two unmasked bits. So, by testing all pairs
of bits, the attacker can recover the whole key (or its complement). It happens
that, against such “second-order attacker”, it would be desirable that the masks
be the support of a C'I(2) Boolean function [6]. But clearly, this support must
have a cardinality strictly greater than 2. Hence, masking can be summarized as
the problem of finding Boolean functions whose support is a set of masks with
the two following constraints:

1. it should have small Hamming weight, for implementation reasons, and
2. it should have high correlation immunity ¢, in a view to resist an attacker
with multiple (< ¢) probes.
Clearly, there is a tradeoff. This motivates the research for low Hamming weight
high correlation immunity Boolean functions.

Some work on this topic has been summarized by Hedayat, Sloane and
Stufken in their book [11]. However, in this book, some entries (minimum Ham-
ming weight for a given pair (n,t)) are expressed as non-tight bounds. Recently,
the exact value for entries corresponding to (n = 9,¢ = 4), and (n = 10,t €
{4,5}) have been obtained by Carlet and Guilley in [6]. Still, the exact values
(n,t) € {(11,4 —5),(12,4 — 6),(13,4 — 7)} that are of practical interest, have
remained unknown until this research.

4 Experimental Setup

In this section, we briefly present the algorithms we use as well as the experi-
mental setup and fitness functions.

4.1 Single Objective Optimization

Genetic Algorithm. The GA represents the individuals as strings of bits rep-
resenting truth tables of Boolean functions. We use a simple GA with elimination
tournament selection with size 3 [8]. A mutation is selected uniformly at random
between a simple mutation, where a single bit is inverted, and a mixed mutation,
which randomly shuffles the bits in a randomly selected subset. The crossover
operators are one-point and uniform crossover, performed uniformly at random
for each new offspring. For each of the fitness functions we experiment with pop-
ulation sizes of 50, 100, 500, and 1000 and mutation probabilities of 0.1, 0.3,
0.5, 0.7, and 0.9.
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Genetic Programming. GP uses a representation where individuals are trees
of Boolean primitives which are then evaluated according to the truth table they
produce. The function set for GP in all experiments is OR, XOR, AND, XNOR,
and AND with one input inverted. Terminals correspond to n Boolean variables.
Boolean functions may be represented with only XOR and AND operators, but
it is quite easy to transform it from one notation to the other. GP uses a tourna-
ment selection with tournament size 3 [12]. We use a simple tree crossover with
90% bias for functional nodes and a subtree mutation. We experiment with tree
depth sizes of 5, 7, 8, and 9 and population sizes of 100, 200, 500, 1000, and
2000.

Cartesian Genetic Programming. The function set ny for the CGP is the
same as for the GP. Setting the number of rows to be 1 and levels-back parameter
to be equal to the number of columns is regarded as the best and most general
choice [16]. We experiment with genotype sizes of 500, 1 000, 2 000, and 3 000 and
mutation rates of 1%, 4%, 7%, 10%, and 13%. The number of input connections
n, for each node is two and the number of program output connections n,
is one. The population size for CGP equals five in all our experiments. For
CGP individual selection we use a (1 + 4)-ES in which offspring are favored
over parents when they have a fitness better than or equal to the fitness of the
parent. The mutation operator is one-point mutation where the mutation point
is chosen with a fixed probability. The number of genes mutated is defined as
fixed percentage of the total number of genes. CGP solutions are directed graphs
with Boolean primitives as nodes, that are also evaluated using the truth table
they produce.

Fitness Function. The following fitness function for single objective optimiza-
tion is obtained after a set of experiments where we determined which one per-
formed best on average. The goal is maximization:

fitness = (MAX_HW — supp) — MAX_HW x |CI — TARGET_CI|. (3)

Here, M AX_HW represents the Hamming weight of a Boolean function that
has all ones in its truth table (i.e. HW = 2", where n represents the number of
inputs of a Boolean function), TARGET _C1I represents the order of correlation
immunity we want to find and finally, supp represents the cardinality of the
support of a Boolean function. The function consists of two parts: the first part
rewards Boolean functions with smaller support, while the second part acts as
a penalty for solutions with a correlation immunity that differs from the target.
The penalty part is multiplied with maximum value of the reward part, so that
any solution with the right CI is always better than any other solution with
different CI. This way, the distance to the target CI is regarded as a constraint,
and the support as a secondary objective.
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4.2 Multi-Objective Optimization

Since the goal of the function design includes two criteria, it can be formulated
as a multi-objective optimization problem. The first objective is attaining a de-
sired target correlation immunity, and the second one is the minimization of the
support. Following these criteria, a multi-objective problem can be formulated
as:

fitnessa = |CI — TARGET_CI|; (4)

fitnessg = MAX_HW — supp, (5)

where the first criteria, fitness,, is minimized, while the second criteria,
fitnesspg, is maximized.

In our experiments we applied the well known NSGA-IT algorithm for multi-
objective optimization [7]. Note that NSGA-II can be paired with any of the
Boolean representations (i.e. truth table in GA, tree in GP and graph in CGP),
but based on the performance in the initial round of experiments, we only present
the results of tree representation (GP) with multi-objective evolution.

4.3 Common Parameters

The number of independent runs for each experiment is 50. The function set
ny for both GP and CGP in all the experiments is OR, XOR, AND, XNOR,
and AND with one input inverted. For stopping condition we use the number of
evaluations which we set to 1000 000.

5 Results and Discussion

We report the performance of the selected algorithms, and additionally present
the best obtained values in order to compare EC with the existing results. For the
first part, the evolutionary algorithms are compared with each other using basic
statistical indicators to assess their performance. The comparison between EAs
is carried out using the parameter combinations that fill the gaps in the recent
work [6], i.e. for functions with the number of bits n and correlation immunity
t in the set (n,t) € {(11,4 —5), (12,4 —6), (13,4 —7)}.

For the second part, we only select the single best results obtained by any
algorithm and compare it with the values found in the related literature. Since
there is a large number of experiments, we conduct a parameter tuning phase for
a medium sized Boolean function of nine inputs and the correlation immunity
order of two. Parameter tuning phase has a stopping condition of 500 000 evalua-
tions. Later we use the best obtained set of parameters for all test scenarios. Due
to the lack of space, we do not present exhaustively the tuning phase results.

5.1 Genetic Algorithm

The results for GA in this application were very poor; in the tuning phase, where
we test different parameters for Boolean functions of 9 bits and target correlation
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immunity equal to the value of two, we were unable to obtain a single solution
with the desired correlation immunity for any of the parameter settings. The GA
with the truth table representation does succeed in finding the desired values,
but only for very small problem sizes (e.g. for up to six variables), where the size
of the solution is not large. However, since those cases are not representative to
the problem, we do not experiment with GA in the rest of the paper.

5.2 Genetic Programming

Based on the results of the parameter tuning phase, the best performance for GP
was obtained with a maximum tree depth of five, whereas there were practically
no differences with regards to the population size. Based on this, we continued
with depth five and the population size of 1 000.

However, since the tuning was performed on 9 bit functions, we note that for
larger sizes (e.g. 12 or 13 bits), the maximum depth of five may simply be not
enough to represent the desired behavior. Indeed, while with the depth of seven
and the same number of evaluations we obtain statistically worse solutions in
general, there were cases where a single best solution was reached with a depth
of 7. This is further explored in Section 5.5, while for the algorithm comparison
we remain with the depth of 5 where the results are given in Table 1.

The results for each combination of n and ¢ are reported in the form of
avg/mazx/#hits, where avg represents the average best fitness value over 50
runs, mazx is the single best fitness value, and #hits is the number of runs in
which the best value was reached. We chose this simple statistic because the
fitness often assumes negative values (due to the penalty part in the fitness
function) which are not very indicative, and since the observed algorithms often
reach the same maximum value.

Table 1. Results for GP (single objective, maximization)

4 5 6 7

11 [1830.4/1920/15[1643.52/1 792/21
12 | 3840/3840/50 | 3507.2/3840/5 |2928.64/3072/43
13 | 7680,/7680/50 |7383.04/7630/37| 6021.12/6144/47 |5 324.8/6 144/30

5.3 Cartesian Genetic Programming

In the case of CGP, the best parameters after the tuning phase were mutation
probability of 13% and the genotype size of 500. The results of CGP with the
obtained parameter settings are given in Table 2, with the same nomenclature
as in Table 1. Negative value means that on average most of the runs did not
succeed in finding any solutions with the TARGET _C1T value. This suggests that
the number of evaluations was too low for those problem instances.
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Table 2. Results for CGP (single objective, maximization)

4 5 6 7

11 [1218.56/1792/4| 901.12/1536/6
12 [2549.76/3584/91515.52/3072/6|-532.48/2 048 /28
13 [4587.52/7168/2| 1638.4/6 144/8 | -819.2/4096,/20 |-3 604.48/4 0963

5.4 Multi-objective Genetic Programming

In the last phase, we used NSGA-II multi-objective algorithm to try to reach the
desired output while regarding both correlation immunity and Hamming weight
as independent objectives. Although the name implies a genetic algorithm, in
this work the multi-objective approach is used with tree-based representation of
GP, since it exhibited the best performance.

The results for the multi-objective approach were disappointing; in most
cases, the algorithm was unable to reach the desired target CI value, while the
secondary objective was very bad even in the other cases. We found solutions
only in cases when n = 12 and C'I = 4 where the support equals 2 048 and when
n = 13 and CI = 4 with the support equal to 4096. In the first case the value
was found three times, and in the second, only once.

5.5 Discussion

Finally, we combine all the single best values we obtained with any evolutionary
algorithm and present them in Table 3. In this table the values are not repre-
sented with our fitness function, in which the expression (M AX_HW — supp)
was maximized, but rather only as the resulting support (supp), since this form
was used in the existing work (note that in this case the smaller values are the
better ones). These best EC results are equal to those presented in Tables 1
and 2, with the exception of 13 bits and correlation immunity 6, where GP with
depth 7 obtained a better result.

This paper reports results for Boolean functions which were previously un-
known. These are indicated using gray cells in Table 3. When discussing the
optimality of those results, we follow the conjectures from [1].

Here, w,; represents the lowest weight of C'I(t) nonzero function of n vari-
ables. The conjecture was made in [1, Sec. C.2] that the values in each column of
Table 3 are non-decreasing. The values for (n,t) € {(11,4—5)} in Table 3 are in-
teresting from this viewpoint: if the conjecture is true then they are optimal since
they cannot be smaller than for (n,t) € {(10,4—5)}, but the conjecture may be
false; further investigations are needed to clarify this point. If (n,¢) € {(11,4-5)}
represent the minimal possible values; then since it is known from [1, Sec. C.1]
that w,; > 2w,_14_1, then the solution for n = 12 and ¢ € {5,6} has also a
minimal Hamming weight. Finally, for n = 13, by following the same reasoning,
Hamming weights for ¢ € {6,7} are again the optimal values, if the Hamming
weight for n = 11 and ¢ = 4, 5 is optimal. Actually, the value w36 = 1024 was
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already known (see Table 12.1 at page 319 in [11]), hence it does not appear as a
gray cell in Table 3. However, there are cases in which we were unable to obtain
the target correlation immunity value, which are denoted with an x. There are
also instances in which none of the EAs we implemented was able to reach a
previously known optimal value, and those are marked in italic. We note that
some of those optimal values are actually trivial to obtain and by slight adjust-
ments in the fitness functions we could reach those levels. However, we decided
to follow a ‘black-box’ principle where we do not use specifics about the problem.
It is obvious that for some combinations of the number of bits and correlation
immunity, the optimization problem as formulated in this work, becomes very
hard. In these cases the fitness function is unable to lead the population in the
desired direction, which merits further research on both the design of the fitness
function and properties of the underlying fitness landscape, as well as the use of
different representations and genetic operators. Besides the comparisons based
solely on the obtained results, it is also possible to consider the speed of the
procedure. Indeed, in [1], authors report that with the SMT solver, the resolu-
tion of the problem can last several days. Obtaining the optimal values for the
largest Boolean function size of 13 inputs, with our approach lasted on average
30 minutes.

The failure of a GA with a bit-string representation to reach any meaningful
results may be explained with two causes: the first one relates to the problem
size, and its rapid increase with the number of bits. While the size of the truth
table grows exponentially with the number of bits, the size of the search space
grows with an even larger rate, which quickly renders a standard GA unusable.
The second reason could be a high epistasis of the problem since the bits in the
truth table are not independent. This in the conjunction with the fact that the
correlation immunity property is concerned with the statistical independence
of the bits on the output/input, could lead to a reason why higher values of
correlation immunity present difficulty for GA in bitstring representation. This
phenomenon can be also observed on the results from [17].

The multi-objective approach has also failed to produce competitive results.
Although the nature of the problem suggests different criteria may be optimized
independently, the NSGA-II explores a large region in the search space that is of
no interest to the final goal. In this application, the stated objectives can clearly
be regarded as a primary and a secondary one; first try to reach a desired cor-
relation immunity, and then reduce the Hamming weight as much as possible.
While the fitness function we presented may obviously be defined in many dif-
ferent ways, it is apparent that in the current form it is more effective than the
multi-objective approach. There are undoubtedly more applications in cryptog-
raphy where multi-objective optimization may prove useful, where a trade-off
between different properties is sought by the system designer.
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Table 3. Best obtained results.

n 1 2 3 4 5 6 7 8 9 10 11 12 13
5 2 8 16 16 32
6 2 8 16 32 32 64
7 2 8 16 64 64 128 128
8 2 16 16 64 128 128 | 256 | 256
9 2 16 32 128 128 256 256 | 512 | 512
10 2 16 32 128 256 512 512 X 1024|1024
11 2 16 32 128 256 | 512 | 1024|1024 X 2048|2048
12 2 16 32 256 256 | 1024| 1024 X X X 4 096 | 4096
13 2 16 32 256 | 512 1024 | 2048 4096 | 4096 X X 8192|8192

6

In

Conclusion and Future Work

this paper we investigated the evolution of Boolean functions with minimal

Hamming weight and various orders of the correlation immunity property. An
approach based on Genetic Programming proved to be very successful since we
obtained very good results for all Boolean function sizes from five to thirteen
inputs. We emphasize that this approach also yielded previously unknown values,
where for the most of those it is possible to show they represent global optima.

In

our future work, we plan to concentrate on even larger Boolean functions in

an attempt to find more unknown values as well as the practical upper limit for
the use of EAs for the evolution of Boolean functions.
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